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**ВВЕДЕНИЕ ДИССЕРТАЦИИ (ЧАСТЬ АВТОРЕФЕРАТА)на тему «Изучение моделей виртуальных времен в алгоритмах параллельного моделирования дискретных событий»**

Введение

За последние два десятилетия был совершен гигантский рывок в масштабах параллельных вычислений, выполняющихся на суперкомпьютерах (Таблица 1). В настоящий момент количество вычислительных ядер в суперкомпьютерах доходит до десятков миллионов, без учета ядер на графических ускорителях. Помимо этого, сами ядра центрального процессора могут иметь многопоточность.

Год Суперкомпьютер Количество ядер Производительность

из T0P-500 на LINPACK

1998 ASCI Red 9K 1.3 TFlop/s

2000 ASCI White 8K 4.9 TFlop/s

2004 BlueGene/L 32K 70 TFlop/s

2008 BlueGene/L 213K 487 TFlop/s

2010 Jaguar (Cray XT5-HE) 224K 1.7 PFlop/s

2012 Sequoia (BlueGene/Q) 1.6 M 18 PFlops

2014 Tianhe-2A 3.1M 34 PFlops

2016 Sunway TianhuLight 10.6M 125 PFlop/s

2018 Summit (IBM) 2.3M 144 PFlop/s

Таблица 1: Изменение количества ядер на самых мощных суперкомпьютерах в период с 1998 по 2019 г. [1]

Моделирование сложных систем на суперкомпьютерах - это один из инструментов, способных привести к новым научным открытиям [2]. Для эффективного использования доступного на сегодняшний день параллелизма в целях решения одной задачи необходима разработка новых параллельных алгоритмов, компиляторов, библиотек и других программных инструментов. Один из методов, позволяющих запускать одну задачу на множестве вычислительных узлов (процессоров/ядер), это метод параллельного моделирования дискретных событий (PDES, Parallel Discrete Event Simulation) [3]. Этот метод используется как в фундаментальной науке, так

и в прикладных исследованиях в сфере экономики, медицины, социологии и т.д. Примерами применения РББ8 могут служить моделирование кинетическим методом Монте Карло [4], 3Б моделирование процесса спекания [5], моделирование интернета вещей [6], моделирование нейроморфных систем [7] и др. В 2013 году метод параллельного моделирования дискретных событий показал хорошую эффективность при работе почти на двух миллионах ядер на суперкомпьютере Ыиевепе [8].

В методе РББ8 происходит декомпозиция одной большой задачи на подзадачи, каждая из которых выполняется своим логическим процессом. Изменение состояния системы, происходящее в определенные (дискретные) моменты времени, называется дискретным событием. Обычно эти времена распределены по экспоненциальному закону. Логический процесс характеризуется локальным виртуальным временем [9] и содержит локальную очередь событий, которые он обрабатывает в порядке возрастания их временных меток. Количество обрабатываемых событий при моделировании методом РББ8 на современных суперкомпьютерах доходит до пятисот миллиардов в секунду [8]. Логические процессы взаимодействуют между собой при помощи сообщений и могут генерировать события для других логических процессов. Для корректности моделирования необходимо, чтобы события обрабатывались строго в порядке возрастания их временных меток. Для обеспечения этого условия существуют специальные механизмы синхронизации, которые можно классифицировать по трем группам: консервативные, оптимистические и алгоритмы Бгееге-апё-8Ый [3,10].

Важно подчеркнуть, что мы исследуем не сами алгоритмы, а модели эволюции локальных времен в этих алгоритмах. Объектом исследования диссертационной работы является набор локальных времен всех логических процессов - так называемый профиль локальных виртуальных времен (ЛВВ). В рамках моделей профиль ЛВВ растет со временем и в каждый фиксированный момент модельного времени может быть описан двумя характеристиками - средним значением ЛВВ и средней шириной (среднеквадратичным отклонением). Профиль ЛВВ растет по-разному, в зависимости от алгоритма синхронизации и топологии взаимодействия ЛП. В диссертационном исследовании мы строим модели эволюции профиля ЛВВ в консервативном и оптимистическом алгоритмах РББ8 с различной топологией взаи-

модействий между логическими процессами и изучаем поведение среднего значения ЛВВ и средней ширины в зависимости от интересующих параметров. Изучая поведение профиля ЛВВ можно сделать выводы об эффективности и масштабируемости алгоритмов. Скорость роста профиля ЛВВ соответствует утилизации процессорного времени, а ширина профиля ЛВВ отражает степень рассинхронизации между параллельными процессами.

Цель и задачи исследования. Целью диссертационного исследования является изучение моделей эволюции локальных времен процессов в различных алгоритмах синхронизации при параллельном дискретно-событийном моделировании, а также на различных коммуникационных топологиях.

Задачами исследования являются:

1. Изучить современную научную литературу в области PDES.

2. Изучить современную научную литературу по свойствам и применению сетей малого мира.

3. Построить модель эволюции локальных времен процессов в консервативном алгоритме PDES и исследовать ее в размерности 1+1 на регулярной топологии и топологии малого мира.

4. Построить модель эволюции локальных времен процессов в оптимистическом алгоритме PDES и исследовать ее в размерности 1+1 на регулярной топологии и топологии малого мира.

5. Установить соответствие между результатами моделирования профиля локальных времен и результатами экспериментальных данных, полученных с использованием симулятора ROSS [11].

Степень разработанности темы исследования. Модель эволюции профиля локальных времен процессов для консервативного алгоритма предложена в [12]. Авторы рассматривают одномерную систему с периодическими граничными условиями, где взаимодействие между ЛП происходит локально между ближайшими соседями. Каждому ЛП соответствует один процессорный элемент (узел/процессор/ядро/нить). Показано, что профиль

локальных времен имеет аналогию с неравновесным ростом поверхности в физике. Локальное случайное увеличение времени в модели консервативного алгоритма РББ8 соответствует отложению случайного количества материала в локальных минимумах растущей поверхности (как, например, при молекулярной эпитаксии).

В консервативном алгоритме, в случае, когда логические процессы взаимодействуют локально, рост профиля ЛВВ описыватется уравнением Кардара-Паризи-Жанга (КР2) [13]. Авторы утверждают [12], что эффективность алгоритма соответствует плотности локальных минимумов профиля ЛВВ. Моделирование эволюции профиля ЛВВ в консервативном алгоритме и грубое приближение показало, что алгоритм является асимптотически масштабируемым, поскольку при увеличении числа ЛП скорость роста профиля остается ненулевой, а ширина профиля расходится. Ненулевая скорость роста профиля ЛВВ означает, что консервативный алгоритм не имеет мертвых состояний, при этом растущая ширина профиля говорит о растущей рассинхронизации локальных времен в исследуемом алгоритме. Таким образом, аналогия между профилем локальных времен в РББ8 и ростом поверхности позволила 1) отнести модель роста профиля ЛВВ в консервативном алгоритме с локальными взаимодействиями к классу универсальности КР2 и 2) сделать выводы о свойствах алгоритма в пределе бесконечного количества логических процессов.

Помимо этого, на основе такой аналогии позднее все алгоритмы синхронизации РББ8 были классифицированы на три класса - консервативные, оптимистические и алгоритмы Бгееге-апё-8Ый (Ба8), соответствующие периодическим, открытым и фиксированным граничным условиями уравнения КРг [10].

Модель [12] учитывала только локальные взаимодействия логических процессов. В реальности между ЛП могут возникать не только локальные, но и удаленные связи. В работах [14, 15] изучено влияние малого количества случайных дальних взаимодействия на синхронизацию процессов в консервативном алгоритме РББ8. Моделирование роста профиля ЛВВ проводилось на топологии, близкой по свойствам к топологии малого мира, но не являющейся ею по определению. Добавление малого числа случайных дальних взаимодействий между ЛП существенно снижает ширину профиля

ЛВВ, при этом сохраняя скорость роста положительной. Консервативный алгоритм на такой топологии становится полностью масштабируемым, поскольку при увеличении количества логических процессов ширина профиля локальных времен остается постоянной (а не растет, как на регулярной топологии), при этом скорость роста профиля снижается незначительно.

Еще одна область исследования эффективности метода PDES посвящена анализу производительности реальных систем параллельного дискретно-событийного моделирования на различных симуляторах (ROSS [11], PDEVS [16], ^sik [17] и др.). Анализ эффективности обычно проводится в терминах количества обработанных событий в единицу времени [18-20]. Обычно такие исследования являются аппаратно и модельно-зависимыми и их результаты не носят универсальный характер.

Научная новизна. Научная новизна исследования заключается в применении такого известного способа изучения метода PDES, как моделирование эволюции профиля ЛВВ [10,12], к новым алгоритмам синхронизации с новой топологией взаимодействия логических процессов. Помимо этого, в диссертационном исследовании впервые проводится сравнение полученных в ходе моделирования данных с результатами запуска реальных моделей на симуляторе ROSS.

Более подробно научная новизна исследования раскрывается в следующих пунктах.

1. В ходе диссертационного исследования была построена и изучена модель роста профиля ЛВВ консервативного алгоритма PDES на топологии малого мира. Отличие от [14] заключается в топологии взаимодействия логических процессов. В [14] каждый ЛП связан ровно с тремя ЛП, два из которых - ближайшие соседи, а один выбран случайным образом из оставшихся. Дальние связи «включаются» с вероятностью р. Такая модель по свойствам напоминает топологию малого мира, но не является ею по определению. В нашей работе мы объединяем ЛП в регулярную топологию, а затем с вероятностью р добавляем дальние взаимодействия (либо переписываем ближние связи случайным образом). Такой способ построения сети со свойствами малого мира являет-

ся классическим [21] и лучше отражает свойства реальных моделируемых систем.

2. Впервые предложена модель эволюции ЛВВ для оптимистического алгоритма PDES. Модель изучена на регулярной топологии и топологии малого мира. В результате исследования показано, что модель оптимистического алгоритма PDES может быть отнесена к классу направленного протекания (Directed Percolation, DP) [22,23].

3. Ранее никто не изучал поведение локальных времен в моделях PDES, обычно производительность параллельного дискретно-событийного моделирования измерялась на конкретных моделях в количестве обработанных событий за единицу времени. По нашей просьбе разработчики фреймворка ROSS добавили в программу функцию вывода локальных времен процессов.

Основные результаты исследования и положения, выносимые на защиту.

1. Построена и изучена модель роста профиля ЛВВ для консервативного алгоритма PDES на различных топологиях малого мира.

2. Выявлена зависимость скорости роста и ширины профиля ЛВВ от концентрации дальних связей р между логическими процессами.

3. Предложена и изучена модель роста профиля ЛВВ для оптимистического алгоритма PDES на различных топологиях малого мира.

4. Показано, что модель роста профиля ЛВВ для оптимистического алгоритма на регулярной топологии может быть отнесена к классу направленного протекания.

5. Проведено сравнение модели для оптимистического алгоритма с результатами экспериментальных данных на симуляторе ROSS. Показано, что наша модель качественно описывает результаты моделирования модели PCS (Personal Communication Service) [24-26] с помощью симулятора ROSS.
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Краткое содержание работы. В первой главе описаны основные понятия и концепции метода параллельного дискретно-событийного моделирования, а также дана классификация алгоритмов синхронизации. Во второй главе приведен обзор литературы по сетям малого мира и описаны используемые в работе топологии. В третьей главе описан процесс и результаты моделирования профиля ЛВВ в консервативном алгоритме, а в главе 4 - в

оптимистическом. В пятой главе описана связь между ростом профиля локальных времен в алгоритмах PDES и моделями роста поверхности в физике. Сравнение результатов моделирования с экспериментальными данными, полученными с использованием симулятора ROSS, приведено в главе 6.

Глава 1

Параллельное моделирование дискретных событий

В первой главе дается определение метода параллельного моделирования дискретных событий, а также рассматриваются такие понятия, как локальное и глобальное время, списки событий, механизмы синхронизации, и др. в их историческом развитии.

1.1 История развития параллельного моделирования дискретных событий

Первые механизмы, получившие развитие в параллельном моделировании дискретных событий, появились еще в 50-60 гг. прошлого столетия [27]. В поздние 60-е механизм «отката» вычислений использовался для отладки последовательных программ и для синхронизации баз данных. В 70-е годы, когда стали доступны коммерческие многопроцессорные платформы, параллельное моделирование дискретных событий начало формироваться как отдельная область исследований [28]. В это время формируются основные термины и понятия PDES, такие как проблема синхронизации, логические процессы и т.д.

Алгоритмы, известные на сегодняшний день как консервативные, берут свое начало из работ двух научных групп с конца 70-х годов. В 1979 году K. Mani Chandy и Jay Misra из университета Техаса в Остине опубликовали описание алгоритма синхронизации, использующего нулевые сообщения. Независимо от них, такой же алгоритм был разработан студентом магистратуры Массачусетского технологического института Randy Bryant в

1977 году. Сейчас такой консервативный алгоритм синхронизации известен как алгоритм Chandy-Misra-Bryant (CMB).

Позже, в 1981 году, в корпорации «RAND» в Санта Монике Джефферсон (D. Jefferson) предложил алгоритм Time Warp (TW), который впоследствии лег в основу оптимистических алгоритмов. Проект спонсировался организацией «Air Force». Изначальная цель проекта заключалась в улучшении военного моделирования по двум аспектам: 1) разработка квази-натурального языка моделирования для непрограммистов; 2) ускорение моделирования за счет параллелизма. Благодаря тому, что Джефферсон не знал о существовании алгоритма CMB, он придумал совершенно другую схему синхронизации логических процессов. Если в CMB алгоритме предполагался статический граф взаимодействия ЛП, то при разработке алгоритма Time Warp Джефферсон предполагал, что любой ЛП может отправлять сообщение любым другим ЛП с любым временем. Основной синхронизационный примитив в алгоритме Time Warp - асинхронный параллельный откат (rollback), в отличие от механизма «блокировка - возобновление» в алгоритме CMB.

Первая реализация параллельного алгоритма TW была написана на языке InterLisp и запущена на сети из четырех рабочих станций Xerox Dolphin в компании «RAND». Ускорение по сравнению с последовательной программой составило 2,5 раза. Первая статья о TW была опубликована в 1982 году в формате технического отчета компании «RAND» [29].

После того, как концепция была придумана, Джефферсон в сотрудничестве с Генри Совизрал (Henry Sowizral) разработали реализацию этой концепции. Название Time Warp было предложено Генри С. Когда обсуждалось название методов, были предложены варианты «оптимистические» и «консервативные» (Джефферсон), и «либеральные» - «консервативные» (Чэн-ди). В итоге ученые остановились на оптимистических и консервативных.

В 1985 году вышла статья Джефферсона «Virtual Time» [9]. Эта статья является основополагающей в развитии всех модификаций оптимистических алгоритмов. Помимо описания самого алгоритма Time Warp, в статье рассматривались различные схемы отмены сообщений (ленивая и агрессивная), было дано определение глобального виртуального времени, описывались такие аспекты реализации алгоритма, как ввод-вывод, обработка ошибок, сбор мусора.

Первые принципы параллельного дискретно-событийного моделирования физических систем были описаны Любачевским в 1987 году [30] на примере модели Изинга. При моделировании использовался консервативный подход. Особенность метода заключалась в том, что при моделировании динамика моделируемой системы не изменялась [31]. Поясним, что это означает, на примере. В магнитных системах перевороты спинов происходят в случайных узлах системы и в случайные моменты времени. При синхронном моделировании расчеты переворотов спинов происходят через равные заранее заданные промежутки времени At (At - временной шаг моделирования). Метод PDES - это метод асинхронного моделирования. Модельное время течет непрерывно, но перевороты спинов (события) происходят в случайные моменты времени. Любачевский показал, что параллельное дискретно-событийное моделирование с использованием консервативной синхронизации дает ту же последовательность событий, что и при последовательном моделировании, но процесс вычислений существенно ускоряется за счет параллелизма.

Дальнейшее развитие двигалось в сторону теоретического обоснования корректности алгоритма, эффективности использования памяти и разработки модификаций алгоритмов. В конце 80-х - начале 90-х Берри, Джеффер-сон и Рейхер определили понятие «критического пути» - минимального времени выполнения параллельной программы [32]. Было доказано, что ни один консервативный алгоритм не может работать быстрее, чем за это критическое время, в то время как алгоритм TW с ленивой отменой сообщений работает эффективнее любого консервативного алгоритма. Несмотря на то, что алгоритм TW требует больших затрат памяти (для реализации откатов), в 1985 году Gafni [33] теоретически доказал, что алгоритм TW требует не более, чем в 2 раза больше памяти, чем последовательная программа. Более того, в 1990 году Джефферсон показал, что TW фактически использует такое же количество памяти, что и последовательная программа [34].

В 1984 году Джефферсон начал работать в «Jet Propulsion Laboratory» и Caltech (California Institute of Technology). У Калтеха был кластер Caltech Hypercybe - система с распределенной памятью из 32 узлов с процессорами Intel 80286/87, соединенных 128 Кб/с каналом в топологию 5-d гиперкуб. Новые алгоритмы были необходимы не только для того, чтобы решать

прикладные военные задачи, но и для того, чтобы показать мощность этого компьютера. Для этого компьютера Джефферсон разработал операционную систему специального назначения TWOS - The Time Warp Operating System (TWOS) [35]. Стоит отметить, что Time Warp может применяться для любых вычислений, которые используют глобальную временную систему координат для синхронизации. Дискретно-событийное моделирование, использующее модельное время - это только один из примеров таких систем.

В 1999 был изменен взгляд на программную реализацию механизма откатов, благодаря Richard Fujimoto, Kalyan Perumalla и Chris Carothers, которые впервые представили идею обратимых вычислений. В 2015-2016 годах появился компилятор С++, способный создать обратный код к любой программе [36].

В 2013 году алгоритм Time Warp был реализован почти на 2х миллионах ядер с 8 миллионами нитей и 250 миллионами логических процессов и показал хорошую производительность [8].

На настоящий момент известно несколько реализаций Time Warp:

1. (1994) Georgia Tech Time Warp (GTW) (Das, Fujimoto) [37];

2. (2002) ROSS simulator (Chris Carothers et al.) [11]

3. (2005) ^sik simulator (Kalyan Permulla) [17];

4. (2018) PDEVS simulator (Cardoen et al) [16], и др.

Некоторые из этих симуляторов также поддерживают реализацию консервативной синхронизации.

1.2 Основные понятия и концепции PDES 1.2.1 Понятие времени в PDES

Под временем в моделировании может подразумеваться физическое, модельное или процессорное время.

1. Физическое время (physical time) представляет собой время в моделируемой физической системе.

2. Время моделирования или модельное время (simulation time) - это абстракция, представляющая время физической системы в модели.

3. Глобальное или процессорное время (wallclock time) относится ко времени выполнения программы моделирования, то есть время, установленное в операционной системе.

Продемонстрировать разницу этих понятий можно на примере моделирования транспортной системы в Сочи в 2014 году во время зимних Олимпийских игр. Физическое время данной системы - с 7 по 23 февраля 2014 года (17 дней). Время моделирования может быть представлено как переменная типа double, где единица - это один день. В данном случае время моделирования будет изменяться во время выполнения программы от 0,0 до 17,0. Если программа моделирования была запущена 20 декабря 2013 года в 12:00 и выполнялась в течение трех часов, то глобальное время моделирования принимало значения 12:00 - 15:00 того дня. (Примечание: пример заимствован из книги [38], но приведен с изменениями.)

Правильное моделирование порядка и временных отношений между событиями - основная задача имитационного моделирования, т.к. модель должна реалистично воспроизводить поведение моделируемой системы во времени. Управление временем в системах имитационного моделирования - это одна из наиболее сложных проблем.

Далее в этой главе рассматриваются методы решения этой проблемы в реализации параллельного моделирования дискретных событий. Под параллельным моделированием дискретных событий в данном случае понимается подкласс моделирования, выполняемого на параллельном или распределенном компьютере, и в котором изменение компонентов системы происходит мгновенно от одного состояния к другому.

1.2.2 Логические процессы и их взаимозависимость

В методе РББ8 происходит декомпозиция моделируемой физической системы на подсистемы. Каждая такая подсистема моделируется своим логическим процессом (ЛП). Логический процесс - это последовательная подпрограмма, которая моделирует одну из подсистем. ЛП характеризуется

своим локальным временем и имеет собственные очереди событий (входящую и исходящую). Задача ЛП - последовательно обрабатывать события из входящей очереди событий в порядке возрастания их временных меток.

**Похожие диссертационные работыпо специальности «Математическое моделирование, численные методы и комплексы программ», 05.13.18 шифр ВАК**
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Приложение А Параметры моделирования, доступные на симуляторе ROSS.

Опция Расшифровка Значение по умолчанию

-remote=ts Доля удаленных событий. 0.25

-nlp=n Количество ЛП на один процессорный элемент. 8

-mean=ts Мат. ожидание экспоненциального распределения времени между событиями. 1

-mult=ts Множитель для количества памяти, выделяемой на событие. 1.40

-lookahead=ts Значение 1оокаИеа± 1

-start-events=n Начальное количество сообщений у каждого ЛП. 1

-stagger=n 1 для равномерного распределения запоздалых событий во время моделирования; 0 запоздалые события генерируются ближе к концу. 0

-memory=n Дополнительные буферы памяти. 100

-run=str Верхняя граница времени моделирования. не определена

Таблица 6.4: Список доступных опций симулятора ROSS на примере запуска модели PHOLD, связанных с моделью.

Опция Расшифровка Значение по умолчанию

-read-buffer=n Размер буфера для чтения в количестве событий 16

-send-buffer=n Размер буфера для отправка в количестве событий 1024

-synch=n Протокол синхронизации: 1 - последовательный, 2 - консервативный, 3 - оптимистический, 4 - оптимистический для отладки, 5 - оптимистический в реальном времени (вычисление GVT каждые n секунд). 0

-nkp=n Количество Kernel Processes на один процессорный элемент 16

-end=ts Длительность моделирования в timestamps 100000

-batch=n Количество событий, обрабатываемых в одном цикле планировщика 16

-extramem=n Количество экстра событий на один PE. Определяет число дополнительной выделенной памяти. 0

-buddy-size=n Delta encoding buddy system allocation (2х ) 0

-lz4-knob=n LZ4 acceleration factor (higher = faster) 0

-cons- lookahead=ts Lookahead g\_tw\_lookahead для консервативного алгоритма 0.01

-max-opt-lookahead=n Максимальный lookahead для оптимистического алгоритма. Если этот параметр установлен, то будут обрабатываться только события с временными метками между GVT и max-opt-lookahead. 1,8 • 1019

-avl-size=n AVL Tree contains 2avl-slze nodes 18

Таблица 6.5: Список доступных опций симулятора ROSS на примере запуска модели PHOLD, связанных с ядром.

Опция Расшифровка Значение по умолчанию

-gvt-interval=n Количество итераций основного цикла (8уиеЬ=1,2,3,4) или количество милисекунд между вычислениями вУТ (8уиеЬ=5) 16

-report-interval=ts Частота вывода вУТ (в процентах реального времени) 0.01

-clock-rate=n Тактовая частота процессора (только для 8уиеЬ=5) 109

Таблица 6.6: Список доступных опций симулятора ROSS на примере запуска модели PHOLD, связанных с временем.